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Result: dedicated RV contexts, no switching. Mean improvement of 1.11-1.22X sum-speedup for 80-89% of pairs

But what if Speedup,(4) >> Speedupg(4)? vs. EQ; 1.27-1.7X for 72-100% of pairs vs. unmod on 4 platforms
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